Correlation Coefficients

Getting Started: 

Review of Previous Lesson/HW/Do Now
Statement of Objectives: 

A2.S.8 Interpret within the linear regression model the value of the correlation coefficient as a measure of the strength of the relationship.
Big Idea: 

There are three possible relationships between two variables.  A correlation coefficient is a mathematical tool used to describe the strength and direction of a relationship between two variables.  This unit is involved with how to measure the amount of correlation between two variables.

The letter “r” is used to represent correlation coefficients.  In all cases, 
[image: image1.wmf]11

r

-££

.

	
[image: image2.emf]
Positive Correlation

In general, both sets of data increase together.
	Correlation Coefficient 
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The closer r is to 1, the stronger the positive correlation.

An example of a positive correlation between two variables would be the relationship between studying for an examination and class grades.  As one variable increases, the other would also be expected to increase.
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Negative Correlation.  In general, one set of data decreases as the other set increases.
	Correlation Coefficient 
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The closer r is to -1, the stronger the negative correlation.  An example of a negative correlation between two variables would be the relationship between absentiism from school and class grades.  As one variable increases, the other would be expected to decrease.
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No Correlation.  Sometimes data sets are not related and there is no general trend.
	Correlation Coefficient 
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The closer r is to zero, the weaker the correlation.  A correlation of zero does not always mean that there is no relationship between the variables.  It simply means that the relationship is not linear.  For example, the correlation between points on a circle or a regular polygon would be zero or very close to zero, but the points are very predictably related.


Distribute and Discuss Handout (See last page of this lesson plan)

Trend Lines:  are used to show a correlation within a data cloud more clearly.  Trend lines are also called the “line of best fit”.  Linear regression, quadratic regression, and exponential regression are algebraic methods for determining lines of best fit.

Exploration of Trend Lines and Correlation Coefficients Using a TI 83+:  

Step 1.  Press 
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 EMBED Equation.DSMT4  [image: image9.wmf]EDIT



 EMBED Equation.DSMT4  [image: image10.wmf]1:Edit
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Step 2.  Enter your data in the L1 and L2 columns.  All the x-values go into L1 and all the Y values go into L2.  Press 
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after every data entry.  

Step 3.  Turn the diagnostics on by pressing 
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2ndCATALOGX

 and scrolling down to 
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. Then, press 
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.  The screen should respond with the message 
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Step 4.  Press 
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Step 5.  The r value that appears at the bottom of the screen is the correlation coefficient.  

Modeling:

Sample Regents Math B Problem

	The relationship of a woman’s shoe size and length of a woman’s foot, in inches, is given in the accompanying table.
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The linear correlation coefficient for this relationship is

(1) 1 

(3) 0.5

(2) –1 

(4) 0


One Solution

	Step 1.  Press 
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	Step 2. 

Enter the Woman’s Shoe sizes in the L1 column.

Enter the Foot Lengths in the L2 column.
	Step 3.  Turn the diagnostics on.

Press 
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 then scroll down to 
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. Then, press 
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.  The screen should respond with the message 
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	Step 4.  Press 
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	Recognize y=ax+b?

You should.  It’s the slope intercept form of a line, and in this case, the slope is .25, the y-intercept is 7.75 and the correlation coefficient is 1.


Check for Understanding: 

Guided Practice: 

Selected worksheet.

Independent Practice: 

Students should complete the worksheet on their own.

HANDOUT

An Exploration of Correlation Coefficients and Scatterplots:

NOTE:  A class data set is needed for this exploration.  A suitable data set can be obtained by measuring student arm length (fingertip to fingertip) and student height.  The data set must be organized into ordered pairs, with each ordered pair representing one student.

When the data is collected, create a scatterplot of the data using graph paper, make predictions about the correlation coefficient and the line of best fit.  Then, input the data into the TI 83+ and use linear regression to find a line of best fit and the correlation coefficient.
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What is this?

This graphic shows fifteen scatter-plots and their correlation coefficients.  Each scatterplot contains 1,000 ordered pairs of data.  All of these correlation coefficients are positive (data clouds of scatterplots with negative coefficients go from the top left to the lower right of the graph).

Correlation Coefficients are About Predictability

The diagonal of straight lines in the 25 scatter plots represent five scatterplots that each have a correlation coefficient of 1.  The relationship in each of these five scatterplots is highly predictable.  Every one of the 1,000 points in each of these five scatterplots falls right on the line of best fit (the line of regression).  

Fold the paper diagonally so that the fold becomes the perpendicular bisector of each of the five scatterplots with a correlation coefficient of one.  The lower left scatterplot will then be touching the upper right number of 0.025, which is its correlation coefficient.  The other numbers are the correlation coefficients of the scatterplots they are touching.  Notice how the correlation coefficients can be used to predict the distance of the data cloud from the line of best fit.  


Source (http://en.wikipedia.org/wiki/Image:Corr-example.png)
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